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ABSTRACT

Background: Diabetes prevalence is predicted to rise dramatically over the next 20 years, and associated spending is expected to increase threefold. We hypothesized that adding appointment data and International Classification of Diseases (ICD) codes to patient demographic data would improve predictions of follow-up appointment attendance utilizing machine learning models. Our results showed that the random forest classifier was the most accurate and sensitive, reaching 73% and 77%, respectively.

Methods: This study was based on retrospectively extracted patient’s records of King Faisal Specialist Hospital & Research Centre patients diagnosed with diabetes mellitus type I or II who had a follow-up appointment at the Family Medicine Clinic between January 1, 2014, and December 31, 2018. We built several machine learning models, including logistic regression, decision tree, random forest, k-nearest neighbors (KNN), and support vector machine (SVM) models. We also implemented a deep learning algorithm, Deep Neural Network (DNN).

Results: A total of 2,403 patients participated in the study; 3 were excluded because they had only one appointment. Of the 2,400 remaining, around 50% were female, 32% were hospital employees, and 82% were married. Non-Saudis represented around 25% of participants. A total of 19,218 appointments were analyzed, 44.33% of which were classified as “no-show.” Prediction accuracy increased by an average of 7% and 10% when we added appointment data and ICD codes, respectively, to demographic data.

Conclusions: Our results indicate that knowing appointment-related data and ICD codes corresponding to a patient along with their demographic data is useful in predicting follow-up status.
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Introduction

Diabetes prevalence is predicted to rise dramatically over the next 20 years, and associated spending is expected to increase threefold [1]. Cost-effective models are needed to respond to the growing and diverse populations affected by diabetes worldwide. In the United States, chronic disease now accounts for 75% of the country’s $2 trillion annual medical costs, and adherence to prescription regimens among those with chronic conditions is estimated to range from 20% to 50% [2]. Patients’ failures to keep scheduled appointments (“no-shows”) lead to reduced patient–physician continuity, wasted physician time, decreased efficiency, and higher use of resources, which results in reduced health care quality [3-4]. It has been suggested that lower follow-up rates are also associated with poorer clinical outcomes in diabetic or hypertensive patients [5-7].

In this study, the presence of digital data motivated the researchers to find electronic ways to detect patients’ behaviors, such as follow-up appointment show up, utilizing data science and machine learning (ML). Both fields are effective in decision-making to improve healthcare [8]. ML, one of many artificial intelligence applications, involves designing algorithms to predict outcomes in specific contexts [9]. ML algorithms are often categorized as supervised or unsupervised. The two types of algorithms are different in terms of their output labels or
classes. While supervised algorithms use labels to predict future outcomes, unsupervised algorithms do not. A subset ML field called deep learning involves less data preprocessing by humans and offers higher accuracy when working with large amounts of data [10]. To design and implement an algorithm for any ML model, it is important to use historical data related to past events (here, past appointments) to train the model and then use the designed model to predict outcomes for future or new data [11].

In our study, we investigated and analyzed the pattern of diabetic patients’ follow-up appointment attendance at family medicine clinics at five years retrospectively using different ML techniques. To the best of our knowledge, no previous study has evaluated the pattern of diabetic patients’ follow-up behaviors and extracted the features that might influence such behaviors with ML techniques. Moreover, no study has analyzed the Saudi and Middle Eastern population in this context.

We hypothesized that providing International Classification of Diseases (ICD) information in addition to appointment and demographic data would improve the prediction of patient follow-up behavior. In this study, we assessed whether adding appointment information to demographic data improved the prediction of follow-up behavior and whether adding ICD information to appointment and demographic data would also improve the prediction of a patient’s attending their next follow-up appointment, thereby improving the stability of care.

**Methods**

**Study design and participants:**

This study was based on retrospectively extracted patient’s records of King Faisal Specialist Hospital & Research Centre (KFSSH&RC) patients diagnosed with diabetes mellitus type I or II who had a follow-up appointment at the KFSSH&RC Family Medicine Clinic between January 1, 2014 and December 31, 2018. The study was conducted over a period of one year at KFSSH&RC, Riyadh, Saudi Arabia. The Family Medicine Clinic is staffed by 26 attending family physicians, who serve the area as well as hospital employees and their families as a tertiary health care provider. The number of annual patient visits to the clinic is approximately 93,000.

The extracted data included patient demographics: age, gender, nationality, marital status, and medical history of diabetes (type I or II). We collected subsequent follow-up appointment date and status data through the electronic family medicine scheduling system for patients who met the inclusion criteria for the study. Arrival status was categorized as either “show” or “no-show.”

**Inclusion and exclusion criteria:**

All patients aged 18 years and older who were diagnosed with diabetes type I or II and were scheduled for a follow-up appointment between January 1, 2014, and December 31, 2018, were included in the study. The inclusion criteria were chosen because our model was assumed to most strongly affect these demographics and because follow-up data could be most accurately tracked for electronic patient data.

**Experiment:**

Data was an important component of this research study, as data is the main input for our proposed ML models. Therefore, before building the models, it was vital to specify the variables required for prediction, a process known as feature extraction. After obtaining the raw data corresponding to each selected feature, we processed the data by transforming them into a structure that fit the proposed ML model. Subsequently, the process of building the ML models began (Figure 1).

For this study, we built different ML models, including logistic regression, decision tree, random forest, $k$-nearest neighbors (KNN), and support vector machine (SVM), in light of the possibility of outcome variation among these techniques. We trained and evaluated the proposed models using $k$-fold cross-validation with $k=10$. Moreover, we built Deep Neural Network (DNN), a deep learning model using a feed forward neural network, which consists of a set of processing elements called “neurons”. In this network, the information moves in only one direction, forward, from the input layer, through the hidden layer and to the output layer [12]. In this model, patient data flows from one layer to another without looping back. Initially, DNN produces a map of virtual neurons and appoints random numerical weights to connect inputs with the weights to be multiplied. DNN then returns an output ranging from 0 to 1. After loading the needed libraries and modules, arrays are produced for the features and the response variable, and the dataset is split into 90% training and 10% test data before modeling.

We used Microsoft Access for data transformation and RStudio (a tool based on the R programming language) to build our

![Figure 1: The required phases for building the machine learning model.](image-url)
ML models and perform data analysis and data visualization. We built the deep learning model using Keras, an open-source neural-network library written in Python.

**Dataset and Measures**

Data for all patients seen or supervised by the participating attending physicians during the study period were retrospectively collected. Patient demographics, scheduled appointment provider (facility and attending department), and follow-up appointment data were extracted through KFSH&RC’s electronic health record system. We categorized these data into demographic, appointment, and clinical data (Table 1).

We collected follow-up appointment dates and status through the hospital’s electronic outpatient scheduling system, ICIS (Integrated Clinical Information Systems), for patients who met the inclusion criteria. The number of follow-ups was determined for each case based on the appointment data. Collected appointment data included scheduled appointment date, appointment provider, and arrival status. Arrival status was described as either “show” or “no-show” (i.e., whether the patient failed to appear for their appointment without canceling).

**Statistical analysis:**

Chi-squared tests were performed to obtain $p$ values and the standardized difference between the two groups (show and no-show). Numerical variables were expressed as means with standard deviations according to the normality of the variable distribution. Time series analysis was performed to examine the changes in no-show rates over the years. The proportions of no-show cases in relation to age group and appointment time were calculated. Multivariate analysis was conducted to examine whether there was an association between no-show status and appointment time. We then concluded with predictive analytics using various methods, including logistic regression, SVM, KNN, decision tree, random forest, and DNN.

**Results**

During the study period, we studied the patient follow-up pattern, conducted exploratory data analysis, and built ML and deep learning models to predict whether a patient would appear for their follow-up appointment. Exploratory analysis was essential to understanding the shape of our data and identifying potential patterns.

---

**Table 1: Dataset categories and corresponding variables.**

<table>
<thead>
<tr>
<th>Demographic</th>
<th>Appointment</th>
<th>Clinical</th>
</tr>
</thead>
<tbody>
<tr>
<td>· Age</td>
<td>· Facility</td>
<td>· ICD code</td>
</tr>
<tr>
<td>· Gender</td>
<td>· Attending department</td>
<td></td>
</tr>
<tr>
<td>· Marital status</td>
<td>· Show status</td>
<td></td>
</tr>
<tr>
<td>· Nationality</td>
<td></td>
<td></td>
</tr>
<tr>
<td>· Admission Eligibility</td>
<td></td>
<td></td>
</tr>
<tr>
<td>· Registration type</td>
<td></td>
<td></td>
</tr>
<tr>
<td>· City</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**Figure 2:** The distribution of patients ages, which is normally distributed.
Exploratory Analysis:

A total of 2,403 patients were eligible for inclusion in the study; of these, 3 were excluded because they had only one appointment. Of the 2,400 remaining patients, around 50% were female, 32% were hospital employees, and 82% were married. Non-Saudis represented around 25% of the study population. The average age was 56.5 years (Figure 2). Our data included a total of 19,218 encounters (appointments), 44.33% of which were classified as “no-show.” Table 2 provides demographic information and variable statistics for each show status.

We categorized patient ages into three groups: “24 or younger,” “between 25 and 64,” and “65 and older.” (Figure 3) shows that the percentage of “no-show” cases for patients in the “24 and younger” group was higher than among other groups. The patients in the “65 and older” category were the most likely to show up for their appointments compared to other groups. We also explored the changes in show status over the years and found that the percentage of “no-show” cases decreased over the years while “show” cases increased (Figure 4).

Each appointment has relevant associated data, such as date and time. We found a weak positive correlation equals to 0.03 between the time of the appointment and show status. As Figure 5 shows, however, the percentage of “show” cases is similar to the percentage of “no-show” cases. Therefore, time may not be an important feature for our predictive models.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>No-show</th>
<th>Show</th>
<th>( p )</th>
<th>SMD</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt; 65 years</td>
<td>1,823 (21.40)</td>
<td>3,142 (29.37)</td>
<td></td>
<td>&lt; 0.01</td>
<td>0.185</td>
</tr>
<tr>
<td>25–64 years</td>
<td>6,591 (77.36)</td>
<td>7,451 (69.65)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18–24 years</td>
<td>106 (1.24)</td>
<td>105 (0.98)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Gender n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>4,679 (54.92)</td>
<td>5,293 (49.48)</td>
<td></td>
<td>&lt; 0.01</td>
<td>0.109</td>
</tr>
<tr>
<td>Male</td>
<td>3,841 (45.08)</td>
<td>5,405 (50.52)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Nationality n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Saudi</td>
<td>2,280 (26.76)</td>
<td>2,676 (25.01)</td>
<td></td>
<td>0.006</td>
<td>0.040</td>
</tr>
<tr>
<td>Saudi</td>
<td>6,240 (73.24)</td>
<td>8,022 (74.99)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>City n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Riyadh</td>
<td>4,548 (53.38)</td>
<td>6,617 (61.85)</td>
<td>&lt; 0.01</td>
<td>0.172</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>3,972 (46.62)</td>
<td>4,081 (38.15)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Marital Status n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>203 (2.38)</td>
<td>182 (1.70)</td>
<td></td>
<td>&lt; 0.01</td>
<td>0.087</td>
</tr>
<tr>
<td>Married</td>
<td>6,824 (80.09)</td>
<td>8,824 (82.48)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>1,185 (13.91)</td>
<td>1,284 (12.00)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>36 (0.42)</td>
<td>23 (0.21)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>272 (3.19)</td>
<td>385 (3.60)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Table 2: Demographic comparison results.*
Predictions:

To run the ML models, we needed to perform feature selection. Therefore, we defined three groups of datasets based on feature type:

- Demographic data
- Demographic and appointment data
- Demographic, appointment, and ICD code data

Let $ML$ be a function that represents the ML model. To produce $outcome_i$ (show or no-show), we used the following formula:

$$outcome_i = ML(group_i)$$

$ML$ can be logistic regression, SVM, KNN, decision tree, random forest, or DNN. Represents the group type, and represents all features belonging to that group. Running the ML function produces $outcome_i$, which is a list of predicted values that represent follow-up status. From that $outcome_i$ list, we can compute accuracy, sensitivity, and specificity as follows:

where $TP$ represents the number of “show” cases classified correctly, $TN$ represents the number of “no-show” cases classified correctly, $FP$ represents the number of “no-show”

**Figure 4:** Changes in show status over time (by year).

**Figure 5:** Percentage of show status based on appointment time (am or pm).
cases classified incorrectly as “show,” and FN represents the number of “show” cases classified incorrectly as “no-show.” Accuracy indicates the extent to which all cases were classified correctly, sensitivity describes the extent to which “show” cases were classified correctly, and specificity denotes the extent to which “no-show” cases were classified correctly (Tables 3-5).

We computed the results from the ML and deep learning models. Our findings indicated that groupc had a higher performance than groupA. Letting average difference represent performance variation, we find the differences between the two values for each group and take the average as the following equation:

\[
\text{average difference} = \frac{\sum_{k=1}^{K} \text{acc}_{A_k} - \text{acc}_{C_k}}{N}
\]

where acc_{Ak} and acc_{Ck} are the accuracy values of groups A and C for model k and N is the number of models. The average difference for accuracy is 10%. We applied the same formula to compute the average difference between groups A and B, with a result of 7%.

**Discussion**

Several methods have been investigated to decrease no-show rates, including mail, telephone, and short message service (SMS) reminder systems; advance or same-day scheduling systems, which promote patient-driven scheduling [13-15]. Of these, SMS reminder systems have increasingly been used due to their ease of applicability and financial feasibility. However, more effort is still needed to minimize no-shows given their high therapeutic, educational, and financial burdens [16].

To our knowledge, this is the first study to evaluate the association between strategies to improve compliance and follow-up appointment attendance in primary care settings [17]. We searched the relevant literature from the inception of the database through 1999 using terms such as ML, follow up, prediction, appointment and schedules, appointment compliance or adherence, and no-show. The searched databases included PubMed, Ovid Medline, and Scopus as well as open databases such as Google Scholar and Microsoft Academic Search.

Various challenges exist in building a ML model, such as feature selection and the choice of model [18]. There are several studies in the area of predicting patients’ attendance of follow-up appointments. Harrell et al., used the random forest classifier and neural networks for prediction, while Elvira et al., used a gradient boosting algorithm [19]. To predict missing appointments among patients with diabetes, Choi et al., used logistic regression, linear discriminant analysis, quadratic discriminant analysis, and KNN algorithms [20]. Kurasawa et al., also used logistic regression in their study of patients with diabetes [21]. The features selected in these studies were related to demographic, clinical, and appointment data. Almuhaideb et al., 2019, used artificial intelligence to build a model that predicted no-shows for individual outpatient clinic appointments and produced an accuracy of 76.44% and 77.13% [22].

In our study, we used artificial intelligence to build a model that predicted no-shows for individual family medicine clinic appointments. Our algorithms produced accuracy and sensitivity with (among others) the random forest model, which achieved 73% and 77%, respectively. The decision tree model had the best performance in terms of specificity at 72%. This study contributes to the body of literature in this area by showing that demographic data alone is not sufficient to improve prediction performance in terms of accuracy. Adding appointment data is useful in increasing accuracy, as it increased the value by 7%.

The same is true of ICD code data, which increased accuracy by 10%. The deep learning model had a similar performance to other traditional ML algorithms and did not have the best performance, as it requires large amounts of data to improve performance [23].
This study has several noticeable limitations. First, the study was not randomized. This could have affected the patterns of the data and may have reduced the chance of observing positive effects. Second, we could not collect patient demographics such as ethnicity, smoking status, diet, employment status, or socioeconomic status, which may influence the pattern of the appointments. Third, we could not assess whether patients attended clinics outside our family medicine clinic. These occurrences may invalidate the effectiveness of the pattern of the study. Fourth, the study findings may not be generalizable to other practice settings with different population characteristics. Despite these limitations, however, this study provided new evidence that demographic data is not sufficient to improve prediction performance in terms of accuracy. Considering the therapeutic, educational, and financial burdens of no-shows in family medicine clinics, further studies are needed to improve prediction performance.

Conclusion

In this study, we examined the pattern of diabetic patients’ follow-up behavior at KFSH&RC. We utilized ML and deep learning to predict whether a patient would come to a follow-up appointment using demographic, appointment, and ICD data. Our results indicate that knowing appointment-related data and ICD codes corresponding to a patient along with demographic data is useful in predicting follow-up status. In fact, having this information increased prediction accuracy by 7% and 10% on average, which is superior to using demographic data exclusively. We applied different ML models and found that the random forest algorithm had the best performance, reaching 73% and 77% accuracy and sensitivity, respectively. In future work, we plan to include more variables, such as patient data and medications, to improve prediction performance.
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